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Collective organization in multi-party conversations emerges through the exchange of utterances between par-
ticipants. While most research has focused on content-centred mechanisms that lead to emergent conversational
coordination, less attention has been given to explaining conversational order based on who is addressed and
who responds, especially when dealing with large conversational datasets. In this paper, we introduce a Python
library, ParShift, that implements a state-of-the-art theoretical quantitative framework known as Participation
Shifts. This framework enables researchers to study participant-centred order and differentiation in multi-party
conversations. With ParShift, researchers can characterize conversations by quantifying the probabilities of
events related to how people address each other during conversations. This library is particularly useful for
studying conversation threads in social networks, parliamentary debates, team meetings, or student debates
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1. Introduction
1.1. Motivation and significance

The rapid evolution of the hyper-connected information ecosystem
on the Internet has created new scenarios in which the study of multi-
party conversation is increasingly important because of its potential
societal impact on many scales. Indeed, group conversations have been
widely studied in the face-to-face context like classrooms, organizations
and other social gatherings [1]. On the other hand, mediated conversa-
tions that take place online, or through technological communication
devices, have specific constraints and interactional affordances that

not only influence the ways in which collective dynamics unfold, but
also require new research approaches, as well as novel computational
methods, to make sense of large volumes of conversational data [2].
In their seminal work, Sacks et al. approached conversation as a
system in which interactional rules drive the emergence of conversa-
tional order [3]. One aspect of conversational order is linked to the
interactional rules that allow actors to align with, or differentiate from,
other actors. Alignment and differentiation rules are enacted through
linguistic entrainment, use of stance expressions, pauses in communi-
cation, and topic management—all of this influenced by factors such as
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Fig. 1. Architecture of the ParShift package. The three core modules are represented as boxes, with their respective functions shown within rounded rectangles. The arrows
represent the data flow in the package’s computational pipeline (“DF” stands for a Pandas data frame).

power dynamics, individual preferences, as well as social and cultural
norms.

Group conversations often unfold cyclically, with participants tak-
ing turns, producing, and consuming utterances. Researchers have
identified various stages or phases common to many conversations.
Tuckman et al. [4,5] proposed a widely accepted four-stage model of
conversation that considers, (a) forming, (b) storming, (c) norming,
and (d) performing. In the forming stage, participants get to know
each other and establish a sense of cohesion, typically by alignment
of their language. In the storming stage, conflicts may arise as group
members assert themselves and express diverging opinions through
differentiating interactions. The norming stage involves resolving these
conflicts and establishing shared expectations for behaviour. Finally,
group members work together towards their goals in the performing
stage.

The study of alignment and differentiation in group conversations
has practical applications in education, business, political participation,
collective identity and conflict resolution. For example, understand-
ing the emergence of conversational order in classroom discussions
can inform the design of instructional strategies that promote student
engagement and interaction. In business, the study of order and dif-
ferentiation can provide insights into how to facilitate effective team
meetings and negotiations.

The Python library we introduce here, ParShift, is based on a frame-
work for analysing conversation—at the level of adjacent turn pairs—
that incorporates both alignment and differentiation, grounded on the
notion of participation shift [6]. A participation shift refers to the
constant change in individuals’ roles as speaker, target, or unaddressed
recipient. This framework connects the study of sequential talk pro-
duction with interest in conversational discrimination in small-group
research and highlights new avenues for further micro-sociological
investigation.

ParShift enables researchers to study how people engage in group
conversations in terms of the collective patterns resulting from the ways
in which they address each other. Gibson’s theorethical framework
allows us to approach the unfolding of a group conversation as a dy-
namical system, where interactions between interlocutors at the micro
level drive emergent order at the macro level. Here the focus is on how
interlocutors become linked to others through explicit addressing and
replying behaviours.

Social and communication scientists can use ParShift for a wide
range of research questions including, (a) the study of gender con-
versational dynamics based on who gets targeted, who responds and
who usurps the floor in conversations about different subjects in large
text corpora (b) analysing the transcripts of work meetings, providing

Table 1
The thirteen specific participation shifts identified by Gibson [6], grouped by p-shift
class (leftmost column).

P-shifts Example
Turn AB-BA John talks to Mary, then Mary replies.
Receivin AB-BO John talks to Mary, then Mary addresses the group.
s AB-BY John talks to Mary, then Mary talks to Irene.
Turn A0-X0 John talks to the group, then Frank talks to the group.
Claimin AO0-XA John talks to the group, then Frank talks to John.
& A0-XY John talks to the group, then Frank talks to Mary.
AB-X0 John talks to Mary, then Frank talks to the group.
Turn AB-XA John talks to Mary, then Frank talks to John.
Usurping AB-XB John talks to Mary, then Frank addresses Mary.
AB-XY John talks to Mary, then Frank addresses Irene.
Turn AO0-AY John talks to the group, then addresses Mary.
Continuin AB-A0 John talks to Mary, then makes a remark to the group.
J AB-AY John talks to Mary then to Irene.

valuable insights into how people work together in groups, including
how they coordinate their actions, allocate tasks, manage information
flow, and develop friendships (c) the study of political debates, e.g. in
parliaments over long periods, to understand the evolution of different
multi-party political systems, or (d) to examine student group debates
to understand participation and engagement, thus providing evidence
to inform educational interventions that improve dialogue [7-10].

1.2. Background concepts

The notion of participation shift is at the core of the framework pro-
posed by Gibson [6] to analyse small-group conversational dynamics
from an actor-centred perspective. This theoretical framework allows
researchers to understand the mechanisms that drive the development
of collective behaviours and the factors that influence their formation
and evolution over time. Gibson defined a participation shift as a
labelled pair of adjacent turns in a multi-party conversation, henceforth
p-shift, T;-T;, where T, represents who speaks and who is addressed, and
T; who responds and who the second speaker targets. It is important
to emphasize that Gibson’s framework is concerned with the explicit
targeting of speakers, by addressing or replying, and not with possible
implicit targeting that may be inferred from the conversation’s content.
See [11] for work relevant to the problem of target inference.

The first turn, T}, always starts with the character A, representing
the current (known) speaker, who may target an interlocutor specifi-
cally, B, or the group, 0. The second turn, T;, constitutes the actual
shift: (a) A may continue their turn (but changing target); (b) the
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targeted interlocutor, B, replies; (c) a different interlocutor, X, speaks
after A addressed the group; or, (d) an interlocutor who was not the
target in the first turn, X, takes the floor. For each type of second turn
in the shift, the new speaker may target a specific interlocutor or speak
to the group. These combinations produce the thirteen p-shifts, each
belonging to one of the four p-shift classes depicted in Table 1.

For a given conversation, the Participation Shifts framework counts
the raw frequencies of each p-shift label. From these, it becomes possi-
ble to compute the conditional probabilities of p-shifts, given they were
directed (or undirected). Further conditional probabilities are com-
puted by considering whether there was a change of speaker, effectively
separating turn continuation by, A, from the other twelve p-shifts. Gib-
son synthesizes the conditional probabilities as three propensities. The
first is the turn-receiving propensity, which represents the likelihood of
the target in one turn becoming the speaker in the next (corresponding
to AB-BA, AB-B0, and AB-BY). The second propensity is the targeting
propensity, which denotes the probability of an unaddressed recipient
in one turn being addressed in the next. Finally, the termination
propensity quantifies the probability that the group allowed speakers
to retain the floor.

Recent works that incorporate Gibson’s theoretical framework in-
clude (a) investigations into the turn-taking patterns of fourth-grade
students within group settings in [12] and (b) explorations into the
specific phenomenon of turn-usurping in dialogic collaborative prob-
lem solving [13]. Both studies leverage Gibson’s framework to gain
a comprehensive understanding of how students engage in dialogue
and access the conversational floor, shedding light on the dynamics
of participation in collaborative learning environments. A large-scale
corpus released for the task of conversation disentanglement [14] could
be analysed with Gibson’s framework, using the package we introduce
here.

2. Software description
2.1. Software architecture

ParShift is written in Python and provides functions for reading
group conversations, computing the quantitative variables that are
part of the p-shifts framework described in Section 1, and producing
tables and graphical representations of these variables. The ParShift
code depends on standard and well-supported Python libraries, mainly
Pandas [15] and Matplotlib [16]. The package contains four modules.
Three of them, annotation, statistics and plotting, are
detailed in Fig. 1. The fourth module, oo_parshift, provides an
object-oriented interface for the previous modules with the goal of
simplifying the package’s high-level usability.

The annotation module contains the functions that allow ParShift
to read input files and annotate them with the p-shift labels in Table 1;
the statistics module provides functions for computing raw fre-
quency counts, conditional probabilities, and the respective propensi-
ties; the plotting module provides a function, frequency_tree-
map (), that outputs a visual representation of the normalized frequen-
cies for each participation shift as a treemap [17].

2.2. Input data to ParShift

To use ParShift, the user begins by importing the parshift library
into a Python program and supplying an input file that contains turn-
taking data from a group conversation. See Section 3 for an example.
The input file must be formatted as a “comma-separated values” (CSV)
file with the following columns:

utterance_id: unique utterance identifier.
utterance: utterance content.
speaker_id: unique speaker identifier.

reply_to_id | target_id: links the current utterance to a previ-
ous one by utterance ID or speaker ID, respectively.
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2.3. Software functionalities

The annotation module converts the input CSV data file into a
data frame where rows are validated conversation turns annotated with
their corresponding p-shift. The following list describes the module’s
functions in detail:

read_ccsv() : this function reads the input CSV file, described
in Section 2.2. The function forwards keyword arguments to
Pandas’s read_csv () function,! which it uses under the hood
for converting and validating the CSV file into a Pandas data
frame.

conv2turns () : aggregates utterance sequences in the input file
corresponding to turn continuations where there is no change
of target into a single turn, ensuring they are not considered as
distinct participation shifts.

annotate() : calls conv2turns() to convert the conversation
data frame returned by read_ccsv() into a Pandas data
frame, where each row corresponds to a validated turn. Then,
the function computes the p-shift label for each turn (e.g. AB-BA,
A0-X0).

pshift_class() :returns the participation shift class, namely Turn
Claiming, Turn Continuing, Turn Receiving, or Turn Usurping given
a p-shift passed as parameter.

The second module, statistics, contains functions for extract-
ing the frequency, probability, and conditional probabilities of each
participation shift, namely:

cond_probs() : takes as input the Pandas data frame produced by
annotate () and outputs another Pandas data frame contain-
ing the frequencies, probabilities and conditional probabilities
for the p-shifts, which constitute the rows of the output data
frame. This data frame is divided into two subgroups: those
beginning with an undirected remark (A0-), and those beginning
with a directed one (AB-). The column P(S|D) (conditional
probability of a p-shift, S, given a directed or undirected re-
mark, D) contains a specific p-shift’s frequency normalized by
subgroup, and the P(S|D,C) column (conditional probability
of a p-shift, .S, given a directed or undirected remark, D, and
assuming there is a change of speaker, C) contains the same
normalized frequencies in each subgroup, for each p-shift, but
further conditioned on whether a change of speaker occurred.

propensities() : this function takes as input the Pandas data
frame produced by cond_probs() to compute the three
propensities proposed by Gibson [6], previously described in 1.2,
outputting them in another Pandas data frame.

The plotting module has only one function,

frequency_treemap : takes as input the Pandas data frame gener-
ated by cond_probs, and returns a squarify treemap plot.

The oo_parshift module, not shown in Fig. 1, is an object-
oriented application programming interface to ParShift, common in
various Python libraries such as scikit-learn [18] or PyTorch [19]. The
module provides the Parshift class, which contains the following
methods:

1 That is, values that, when passed into a function, are identifiable by
specific parameter names.
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Table 2
Example of an input CSV file from a synthetic conversation.

utterance_ids speaker_id utterance target_id

1 1 Hey guys, have you ever considered that the earth might actually be flat? None

2 2 What are you talking about? Of course the earth is round. 1

3 3 I've heard some people believe that the earth is flat. But there’s no evidence to support that. 1

4 4 I think the idea of a flat earth is ridiculous. There’s no way that could be possible. 1

5 5 The scientific evidence clearly shows that the earth is round. 1

6 6 I don’t know where you're getting this idea from, but the earth is definitely not flat. 1

7 7 I'm pretty sure that’s just a conspiracy theory. There’s no reason to believe the earth is flat. 1

8 8 I think you're just trying to mess with us. 1
Everyone knows the earth is round.

9 1 But have you ever actually seen the earth from space? 2

10 2 No, but plenty of astronauts have. 1
And they’ve all said that the earth is round.

40 3 I think it’s important to remember that None
not everyone has access to the same information and education.
We need to be respectful of different perspectives.

41 4 That’s a good point, Participant 3. 3
It’s important to approach these kinds of discussions with empathy and an open mind.

42 5 We should also be careful not to dismiss people’s beliefs outright. None
It’s better to engage with them and try to understand where they’re coming from.

43 6 I agree with you Participant 5. 5
It’s important to listen to people and try to see things from their perspective.

44 7 But at the same time, we can’t ignore scientific evidence and critical thinking. None
We need to find a balance.

45 8 Exactly. We should be open-minded, but also skeptical and informed. None

95 2 Well said, Participant 1. 1

96 3 I think we’ve had a really productive conversation today. None
Thanks, everyone, for your contributions.

97 4 Agreed. It’s been great to hear everyone’s thoughts and ideas. None

98 5 Yes, thank you all for being willing to engage in this discussion. None

99 6 I'm looking forward to our next conversation. None

100 7 Me too. It’s always good to learn from each other and explore new ideas. None

process() : takes the same input parameters as the read_ccsv()
function, with an optional parameter N, which allows splitting
the conversation into N parts. The function executes the entire
annotation and analysis pipeline described in the previous mod-
ules and functions. Note: the optional parameter, N, should be
greater than zero and less than five, its default value is N = 1.

show_stats() : outputs N Pandas data frames with the output of
cond_probs ().

show_plot () : this method is an interface (in the current mod-
ule) to the frequency_treemap () function. The number of
plots in the figure will depend on the value N, passed to the
process () method.

get_propensities() : this method is an interface (in the current
module) to the propensities() function. If the value of N
given in the process () is different from one, the returned data
frame will have N rows. Otherwise, it will only have one row.

The three object-oriented method described above can receive an
optional parameter, filename, which, if provided, will save the ob-
jects generated with that filename in the current directory.

3. Ilustrative examples

The following example demonstrates how to use ParShift for the
computational analysis of multi-party conversations. This example fo-
cuses on the artificial conversation in Table 2.

The first step is to install ParShift from the Python Package In-
dex (PyPI) [20] — or directly from GitHub — and load it using the
following instruction:

from parshift import Parshift

Next, a Parshift object is instantiated to represent the input
conversation CSV file:

model = Parshift ()

It is possible to compute the participation shifts by invoking the
process () method, passing the path to the input CSV file. The second
parameter, N, specifies that the input conversation should be divided
in N equal parts (default N = 1). Researchers are often interested
in exploring participation shifts in temporal segments, e.g., at the
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Table 3
Output of the annotate() function, in the form of a Pandas data frame.
utterance_ids speaker_id utterance target_id pshift
[1] 1 Hey guys, have you ever considered that the earth might actually be flat? None
[2] 2 What are you talking about? Of course the earth is round. 1 AO0-XA
[3] 3 I've heard some people believe that the earth is flat. But there’s no evidence to support that. 1 AB-XB
[4] 4 I think the idea of a flat earth is ridiculous. There’s no way that could be possible. 1 AB-XB
[5] 5 The scientific evidence clearly shows that the earth is round. 1 AB-XB
[6] 6 I don’t know where you're getting this idea from, but the earth is definitely not flat. 1 AB-XB
[7] 7 I'm pretty sure that’s just a conspiracy theory. There’s no reason to believe the earth is flat. 1 AB-XB
[8] 8 I think you’re just trying to mess with us. 1 AB-XB
Everyone knows the earth is round.
[9] 1 But have you ever actually seen the earth from space? 2 AB-BY
[10] 2 No, but plenty of astronauts have. 1 AB-BA
And they’ve all said that the earth is round.
[40] 3 I think it’s important to remember that None A0-X0

not everyone has access to the same information and education.
We need to be respectful of different perspectives.

[41] 4 That’s a good point, Participant 3. 3 AO0-XA
It’s important to approach these kinds of discussions with empathy and an open mind.

[42] 5 We should also be careful not to dismiss people’s beliefs outright. None AB-X0
It’s better to engage with them and try to understand where they’re coming from.
[43] 6 I agree with you Participant 5. 5 AO0-XA
It’s important to listen to people and try to see things from their perspective.
[44] 7 But at the same time, we can’t ignore scientific evidence and critical thinking. None AB-X0
We need to find a balance.
[45] 8 Exactly. We should be open-minded, but also skeptical and informed. None A0-X0
[95] 2 Well said, Participant 1. 1 AO0-XA
[96] 3 I think we’ve had a really productive conversation today. None AB-X0
Thanks, everyone, for your contributions.
[97] 4 Agreed. It’s been great to hear everyone’s thoughts and ideas. None A0-X0
[98] 5 Yes, thank you all for being willing to engage in this discussion. None A0-X0
[99] 6 I'm looking forward to our next conversation. None A0-X0
[100] 7 Me too. It’s always good to learn from each other and explore new ideas. None A0-X0
beginning, middle or end of a conversation, see Section 1. In this The get_propensities () method, used for obtaining the three
example we use N = 3. propensities defined by Gibson [6], also accepts the filename param-

eter, as shown in the following snippet:

model.process("path_to_input_CSV_file", N=3)

model.get_propensities(filename="propensities")

3.1. Model components
P This function can also take a string parameter to specify the CSV

The following snippet shows the model annotation, presented in Ta- file name to save the obtained result.

ble 3, which is an intermediate step towards obtaining the conditional

probabilities. 3.2. Graphical representation

Finally, a graphical representation of the participation shift frequen-
print(model.annotation) cies can be generated as a treemap, as shown in Fig. 2. The following
instruction saves the plot as a single 300 dpi PNG file:

To query the computations of participation shift frequencies, proba-
bilities and conditional probabilities, the user can execute the following model . show_plot (filename="output_file_name")
instruction: h - -

model . show_stats(filename="output_file_name")

4. Impact
When the optional filename parameter is specified, the output is The ParShift library is built upon a framework designed for analysing
saved to one or more CSV files, depending on the value of N. Each file oder and differentiation in multi-party conversations. The package
follows the structure of Tables 4, 5 and 6. provides a simple way to compute the relevant probabilities in Gibson’s
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Table 4
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Output of the ParShift computations is represented as a Pandas data frame, specifically for the first third of the input example. The leftmost column contains the p-shift labels.
The table is divided in two parts: the first part contains the p-shifts that correspond to undirected remarks (i.e. those starting with A0, known speaker to the group), while the
second part contains the p-shifts for directed remarks. The four quantitative columns, from left to right, represent the raw counts for each p-shift, the overall empirical probability
of observing a shift (.5), the conditional probability of .S given that the first turn was undirected (D = false) or directed (D = true), and the same probabilities further conditioned
on whether there was a change of speaker (C). The Boolean values for C and D make up the remaining columns.

p-shift Frequency P(S)? P(S|D)* P(S|D,C)* Change of Speaker (C) Directed Remark (D)
AO0-XA 2 0.06 0.29 0.29 True False
A0-X0 4 0.12 0.57 0.57 True False
AO0-XY 1 0.03 0.14 0.14 True False
A0-AY 0 0.0 0.0 False False
AB-BA 10 0.31 0.4 0.4 True True
AB-BO 0 0.0 0.0 0.0 True True
AB-X0 2 0.06 0.08 0.08 True True
AB-XA 0 0.0 0.0 0.0 True True
AB-XB 7 0.22 0.28 0.28 True True
AB-A0 0 0.0 0.0 False True
AB-BY 6 0.19 0.24 0.24 True True
AB-XY 0 0.0 0.0 0.0 True True
AB-AY 0 0.0 0.0 False True

2 Rounded to two decimal places.

Table 5

Output of the ParShift computations is represented as a Pandas data frame, for the second third of the input example (recall N =3 in this example).

Pshift Frequency P(S)? P(S|D)* P(S|D,C)* Change of Speaker (C) Directed Remark (D)
AO0-XA 3 0.09 0.25 0.25 True False
A0-X0 7 0.21 0.58 0.58 True False
AO0-XY 2 0.06 0.17 0.17 True False
AO-AY 0 0.0 0.0 False False
AB-BA 6 0.18 0.29 0.29 True True
AB-BO 1 0.03 0.05 0.05 True True
AB-X0 5 0.15 0.24 0.24 True True
AB-XA 0 0.0 0.0 0.0 True True
AB-XB 6 0.18 0.29 0.29 True True
AB-A0 0 0.0 0.0 False True
AB-BY 3 0.09 0.14 0.14 True True
AB-XY 0 0.0 0.0 0.0 True True
AB-AY 0 0.0 0.0 False True

2 Rounded to two decimal places.

Table 6

Output of the ParShift computations is represented as a Pandas data frame, for the third part of the input example (recall N =3 in this example).

Pshift Frequency P(S)* P(S|D)* P(S|D,C) @ Change of Speaker (C) Directed Remark (D)
AO-XA 1 0.03 0.03 0.03 True False
A0-X0 32 0.94 0.97 0.97 True False
AO0-XY 0 0.0 0.0 0.0 True False
AO0-AY 0 0.0 0.0 False False
AB-BA 0 0.0 0.0 0.0 True True
AB-BO 0 0.0 0.0 0.0 True True
AB-X0 1 0.03 1.0 1.0 True True
AB-XA 0 0.0 0.0 0.0 True True
AB-XB 0 0.0 0.0 0.0 True True
AB-AO 0 0.0 0.0 False True
AB-BY 0 0.0 0.0 0.0 True True
AB-XY 0 0.0 0.0 0.0 True True
AB-AY 0 0.0 0.0 False True

2 Rounded to two decimal places.

Table 7

Output of the function that computes the propensities in Gibson’s framework for each
of the three segments (recall we set N =3 in this example). The lower case » is used
here to refer to each of the three segments of the input conversation.

Turn-receiving Targeting Termination
1 0.64 0.38 0.14
=2 0.48 0.31 0.17
3 0.0 0.0 0.0

framework [6] systematically, therefore contributing to the study of
order and differentiation in group conversations. Although Gibson
created a model based on regular conversations in which people can

address and reply to others, there is a gap in our understanding of
some forms of computer mediated communication where addressing
others only happens through explicit replies. Therefore, ParShift can be
used not only for analysing face-to-face conversations based on Gibson’s
framework, but also for conversations mediated by e.g. online social
platforms, mobile communication technologies.

To the authors’ knowledge, ParShift is the first open-source package
that implements the framework proposed by David Gibson [6]. The
functions provided by this library are easy to understand, allowing
researchers with no programming background to use it without major
difficulties. Additionally, the provided functions implement specific
steps of the conversational analysis process, meaning that a more expe-
rienced user can incorporate their own data and code at intermediate
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Fig. 2. ParShift graphical representation for (a) specific p-shift labels, and, (b) p-shift classes in the illustrative synthetic example described in the main text. The three plots in
each section correspond to the first, second and last part of the analysed example in which we set N =3.

steps of the ParShift pipeline. This way, it is not necessary to run the
entire pipeline from the beginning, but rather start from a specific point
in the sequence. Although based on Gibson’s theory, this package also
advances the study of a conversation by enabling the division of a group
debate into N parts, as exemplified in Table 7, in order to explore the
participation shifts at the beginning, middle or end of a conversation.

5. Conclusions

In this paper, we presented ParShift, a fully documented and unit-
tested open-source Python library for studying emergent collective be-
haviours in multi-party conversations. Based on Gibson’s Participation
Shifts framework, the package offers procedural and object-oriented
interfaces, accommodating users with varying degrees of technical
knowledge. Given its uniqueness in this context, ParShift can be an
important tool for the research community interested in small-group be-
haviour, conversational analysts and computational social scientists—
particularly those interested in working with large datasets.
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